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ABSTRACT
This paper proposes a genetically tuned PID controliers for power system models with uncertain
parameters to replace the conventional power system stabilizer. This may overcome the problems
arising due to the fact that PSS is only effective for a linear power system model with certain
parameters and disturbances with relatively limited small range around the nominal operating
condition. The first step in the design procedure is to find out appropriate PID parameters which
are essential to assess and initiate the genetic search within a confident evolution environment.
The industrially recognized Ziegler-Nicholes methodology will be employed for this purpose.
Secondly, different search criteria such as Integral of Time multiplied by Absolute Error (ITAE),
Integral of Absolute Magnitide of the Error (IAE), Integral of the Square of the Error (ISE), and
Mean of the Square of the Error (MSE) are implemented to ensure the robustness of the proposed
controller. Several experiments will be undertaken to evaluate which of these four performance
criteria produce the best results when used in conjunction with a Genetic Algorithm (GA). The
Results of implementing the proposed GA-tuned PID controlier show that the most satisfactory
response, will be obtained if a GA with MSE or ISE criterion is selected to tune the PID controller.
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1. INTRODUCTION

Power system stabilizers are widely used [I1-8] to
improve the system steady state stability, ie. the
performance of synchronous generator under
disturbance conditions. PSS is considered as a
feedback controller connected to a power generating
unit. The purpose of stabilizing signal from PSS is to
hinder poor-damped machine speed electro-

mechanical oscillations. These oscillations arise
basically due to the machine pair of complex poles
with positive or very small negative real parts in a
linearized model. There are several kinds of PSS, and
somte, while properly achieve damping of the system
swings, may introduce negative damping at outlying
frequencies. This may result in serious situations
when interacting with generator shaft torsional
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oscillations and with other systems [8]. The most
widely employed stabilizer is in the form of lead-lag
compensator in which the gain settings and time
constants are fixed at certain values determined under
particular operating condition [1,9]. However, it is
easy to prove the incompetence of such PSS structure
if the power system is exposed to high disturbances
or if one takes the uncertainty of power system
parameters in concern [9,18].

In fact there is a permanent drifting of the operating
conditions of a power system due to the continuous
load changes or unpredictable major disturbances.
Accordingly, several conirol schemes has been
proposed to adapt the stabilizer parameters in order
to maintain good dynamic performance over a wide
range of operating Conditions [10,11,12,14,18] .In
{11] a self tuning PI is added to the excitation system
forming a PSS to enhance the damping of the low
frequency electromechanical oscillation
characterizing generator rotor dynamic behavior. It is
clear from the results of the proposed system that
there is insufficient damping, while original PSS
without such tuned controller gives better response.
This is due to the fact that the proposed tuned system
is reduced to just a second-order equation while the
traditional PSS is of higher order. In [11] the authors
have proposed an optimal design of power system
dypamic stabilizer by grey prediction PID control.
However, the grey prediction is implemented to find
out which control signal suits a specific generator in
a multi-machine system; in addition the~algorithm
also searches the optimal parameters of the PID
controller. Although results of this algorithm seems
to be fast and sufficient, the used grey algorithm
gathers Integral of Absolute Magnitude of the Error
(IAR), Overshoot (OS), and Steady State Error (SSE)
to form the genetic fitness function from three
functions; g1, g2, and g3 corresponding to IAE, OS,
and SSE respectively. This may add more complexity
to the algorithm, specially, for the procedure of on-
line implementation.

Nowadays, with the development in digital
technology, it has become possible to develop and
implement new controllers based on moden and
more sophisticated synthesis techniques. Indeed,
controllers based on robust optimal control, adaptive
control, artificial intelligence (Fuzzy logic, neural
networks, and genetic algorithms) are being
developed [10-16]. To achieve an efficient fuzzy
logic controller, several steps such as the selection of
control variables, the membership function
definition, the rule creation, the fuzzy inference and
the defuzzification strategy should be carefully
considered [9,13]. Genetic Algorithms (GA) have
been shown to be capable of locating high
performance controllers in complex domains without
experiencing the difficulties associated with high

dimensionality or false optima as may occur Wwith
other optimization techniques [11,12]. Moreover,
Genetic Algorithms (GA) as a stochastic global
search method can imitates the process of natural
evolution, Consequently, this paper presents genetic
algorithms to perform online tuming of a PID
controller that would be evaluated for the system
gvery time. In order to guarantee the best results as
well as to ensure the robustness of the proposed
controller, different search criteria are implemented.

2. THE PROPOSED SYSTEM MODEL

2.1. The Power System Model

Fig. 1 shows a schematic and block diagram of the
system under study. This figure shows a power
system which is composed of a single machine
connected to an infinite bus viaa transmission line.

Infinite
Generator  Transmision System Bus

Turbine System

Fig. 1. The Power System Model

Fig. 2 shows the well known de’Mello and Concordia
[1,6,17] linearized model of a single machine system.
The details of this model can be founded by reference
to their paper [1] and Appendix 2.
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Fig. 2. Linearized Model of the Power System
(Phillips —Heffron)
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2.2. Conventional PSS

The most widely used PSS is in the form of lead-lag
compensator in which the gain settings and time
constants are fixed at certain values determined under
particular operating condition. Simulation results of
such PSS have proven to be very acceptable if the
operating conditions and the system data remain
unchanged. Unfortunately, it is a well known feature
of power systems that the operating conditions are
always varying. Also the parameters of the power
system are very sensible to any change in the system
components, Fig. 3 shows the system response if a
light change in these parameters is assumed (Only
5% change in S° coefficient in the overall Transfer
Function given in Appendix 5). It is clear that the
PSS alone can't hinder these changes. In this figure
only one parameter is assumed to change

an. 3. The system closed loop step response (
with light change in system parameters)

3. THE PROPOSED GENETICALLY TUNED
PID CONTROLLER

3.1. Genetic Algorithm Tuning Procedure

The aim of this paper is to find well tuned PID
parameters that achieve power system stability for
any disturbance irrespective of the parameters
changes or uncettainty. To solve this problem, one
looks for some solution, which will be the best
among others. The space of all feasible solutions (it
means objects among those the desired solution is,
e.g. PID controller parameters in our case) is called
search space. Each point in the search space
represents one feasible solution. Each feasible
solution can be "marked" by its value or fitness for
the problem. The goal solution is, actually, one point
(or more) among feasible solutions - that is one point
in the search space. The looking for a solution is then
equal to a looking for some extreme (minimum or
maximumy) in the search space. The search space can
be whole known by the time of solving a problem,
but, usually, only a few points from it are known
while other points should be generated as the process

of finding solution continues. Genetic Algorithm as a
stochastic search heuristic, inspired by biological
evolution, has proved to be very efficient to find out
such goal solution. The sequence of the necessary
steps required to find out a solution by GA can be
summarized as shown in Fig4. The basic GA
algorithm involves the generation of a population of
possible solutions, evaluation of the solutions
according to a fitness function, selection of a set of fit
“parent” solutions, and finally reproduction of those
parents to generate a new population of possible
solution.
The important processes which are simulated during
a GA include:

(1) Representation and Fitness

(2)  Generation of an initial population

(3)  Selection of solutions

(4) Reproduction
Note that the terminology of GA remains firmly
originated to biology, and so it is common to discuss
“parent”, “child”, “offspring”, “chromosomes”, and
so on. The above processes are explained in brief in
Appendix 8. :

3.2. Performing the Genetiec Algorithm

The genetic algorithm is accomplished via
implementing the Matlab GA Toolbox using the
following conunand:

cIvarsving e gesotic algmoiin
Ix, endPap, bPop, trageIntfo] =an(hnunds,evanN,:valbpu,ana:c?op,upt.s, s
cemﬂ!,l:emop:,selecr.m,aalectops,xovex:FNs,x()\vg:Cps,mtE‘Ns,mutOsz H

Once the above Matlab command “ga” is entered, the
genetic algorithra will iterate until it fulfils the
criteria  described by its termination function,
accordingly, returns four variables as shown in
Appendix 4:
(1) The best population found during the GA->x.
(2) The final population ->endPop .
(3) The best solution tracked over generations
~>» bPop. ‘
(4) The best value and average value for each
generation
“>traceInfo.

The best population can be plotted to give an insight
into how the genetic algorithm converged to its final
values as illustrated in Fig.5. This figure is obtained
assuming an arbitrary transfer function (not
necessary that of our power system) just to show the
PID variation with population. Actually for our
system and for the proposed “MSE as well as ISE”
criterion one gets similar good results which are
shown in details in the next section. Fig. 6 shows the
corresponding step response. This figure also shows
the superiority of the PID controller tuned with GA
over the response if only Ziegler-Nicholes is
implemented for the PID controller design.
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Fig. 6. Step response for the controlled power
system comparing the response of GA tuned PID and
PID controlier just designed with Ziegler-Nichols

3.3. Simuiation and Assessment of the Four
Search Criterion

In order to evaluate which of the previously

mentioned four performance criterion produce the

best results when used in conjunction with a genetic

algorithm, an objective function was created for each

individual performance criterion as given in
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Appendix 3 with the algorithms given in Appendix 7.
The same Genetic Algorithm was used for each
objective function. In the Matlab m-Code, the genetic
algoritin  was initialized with a population of
“thirty” and was iterated for 200 generations. The
total number of mutations was set to “three” and each
of the bounds was set to lie between +10 and +110 as
seen in Appendix G. All of the genetic algorithms had
the exact same initial conditions. The Matlab
command “rand('state’,0);” was used. This command
guarantees that each population is initialized to the
same set of values. Fig. 9 compares the step response
of the Ziegler-Nicholes designed PID controller
Appendix 5 versus a Genetic Algorithm tuned PID
controller using each of the objective functions.
Table 1 describes the steady state characteristics of
each of the controlied systems, For the above
mentioned conditions, it can be seen that the ISE and
MSE objective functions perform almost identically,
having a smaller rise time, smaller overshoot and
shorter settling timie than the other controllers. Each
of the genetic algorithm-tuned PID controllers
outperforms the Ziegler-Nichols tuned controller in
terms of rise time and overshoot but only the ITAE
and TAE objective functions outperform it in terms of
settling time. Accordingly, the results recommend
that either the MSE or ISE objective function should
be chosen as the primary performance criterion due
to its smaller rise time, shorter settling time, and
smaller overshoot than any other method. Also, these
two methods are advantageous in conjunction with a
slightly faster compile time due to there being just
one multiplication to be carried afier the error has
been calculated. This, partially, ensures the fact that
MSE has been considered as an efficient measure of
control and quality for many years. This leads to the
conclusion that either MSE or ISE are ideal search
criteria for tuning PID controller of the power system

under study,

4. CONCLUSIONS

This paper has presented a genetically tuned PID
controller for actual models of power systems having
uncertain parameters to replace the conventional
power system stabilizer which is efficient only for
certain parameters and linear models. Four different
search criteria are implemented to ensure the
robustness of the proposed controiler under
parameter uneertainties. These include, Integral of
Time multiplied by Absolute Error (ITAE), Integral
of Absolute Magnitude of the Error (IAE), Integral of
the Square of the Error (ISE), and Mean of the
Square of the Error (MSE). In order to evaluate
which of these performance criferia produce the best
results when used in conjunction with a genetic
algorithm, an objective function was created for each
individual performance. Simulation results showed

that either the MSE or ISE objective function should
be chosen as the primary performance criterion.
Transient response associated with these two
objective functions are characterized with smali rise
time, short settling time, and small overshoot.
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7. APPENDICES
7.1. Appendix 1. Nomenclature & System Data

M Machine inertia coefficient =10 s.

D Machine damping coefficient =0

w,  System base angle frequency = 377,

Ty Machine mechanical torque

Ty Machine electrical torque

@ Machine speed

& Angle between machine quadrature axis and
infinite bus

T'  DIRECT axis transient open circuit constant

do =6.0 5.

En  Generator field voltage

2 Terminal reference voltage
Ref.

e PSS output voltage signal
PSS

e, Voltage error signal

E',  g-axis component of voltage behind transient
reactance

K,  Exciter amplifier gain = 25.0

Ta  Exciter amplifier time constant =0.05 s.

Xd  d-axis reactance =1.6 p.u.

Xg  g-axisreactance =1.55 p.u.

Xd  d-gxis transient reactance =0.32 p.u.

P Machine active power loading =1. p.u.

g Machine reactive power loading =0.2 p.u.

Xe  transmission line reactance =0.4 p.u.

A Prefix, stands for small change.

7.2. Appendix 2. K-Censtants Caleulations
The fourth order model of synchronous machine is
described by these equations:
)
dr*
AP=KAS+ KZAE;I
= KS: AEJ@ = K:i{(“
T 1+sT K, 1457 K,
AV, = KAS + K AE,
For a steady-state operating point 2y, @ and Vi, one
can calculate the initial conditions and K-Constants
as follows:
= ‘PﬂVw

JBx )+ (V2 +0ux,)

Vao = Lo,

AT, —AP =M

¥,

1{]0

= 2 2
VG’O Vo =V
Iy =G+ %
V.0
Eq0= Vo F 0%,
= : N2 . 2
EO _‘\/(vdﬂ +xelq0) + (vq() = xezd(})

-1 (V:IO +xciq0‘)

8 = tan -
(vqﬂ - 'xclﬂ'ﬂ)
_ X —X, , E E,cos8,
K= —"'———-,d—zqﬂEo sind, + +——
X, + X, x, +x,
K, = £ sing,
X+,
X; X,
X, ~X,
- ¢ .
=1 E,sing,
X, +x,
- X, v xd .
Ks=_"9 ®F cos8,— L E,sin,
xc +x \/;0 xe+xd ta
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X, v
Kg =~ L
x, +x, Vi

7.3. Appendix 3. Performance Criteria

In this paper four different objective functions are
defined. They are written in the m-code based on
error performance criterion. All these objective
function are fundamentally the same except for the
section of code that defines the specific error
performance criterion being implemented. A
summary of these criteria can be given as:

Ty
e = [e“ (@t

0
T
(3) s e (J) le(n)|dr

@)1

T
AR (j)z|e(z)fd¢

7.4. Appendix 4. Results of the necessary stens

required to find out a solution by GA
The basic GA algorithm involves the generation of &
population of possible solutions, evaluation of the
solutions according to a fitness function, selection of
a set of fit “parent” solutions, and finally
reproduction of those parents to ‘generate a new
population of possible solution. Matlab results
corresponding to these steps are:

» X

W=
65.8546 15.2257 10f.7128 8.9993

» endPop

endPop =
65 .B5hY 15.2257 162.7124 a.9993
G5 . 8547 15,2257 10%.712Q f.99%3
65 .B5hG 15.2287 180.7128 #._9993
65 8547 152257 t@p.7120 0.9993
45 8547 15,2257 109.7120 0,.9993
65 8546 15.2257 1p9.7120 0.9893
&5 .85406 15.2257 189.7128 0.2293
65 .8B5H0 15.2257 198.7120 0.9993
65,8546 152257 1897120 0.9993
65 . 8546 15.2257 1897120 ¢.9793
65 .8546 15.2257 189.7120 8.9993
65 .8546 15.2257 415%.7128 0.9%93
&65.8%h6 15.2257  189.7120 B.9998
55 . 8546 15,2257 169.7120 2.99%3
45 _B5L6 45 .2257 109.7120 n.9493
65 .85456 15,2257 109.7128 0.9993
&5 . 8544 15.2257 189.7120 0.9933
65 . 8546 16.2257  190%.7120 2.99e3
65 854G 15.2257 1098.7120 B.9903
65.8546 15.2257 409.7120 0.9983

» BPop

pPop = .

1.8008 63.3799 11.2827 108.B196 0.99%4
1%.8008 61.2791 17,4797 109.5244 8.92993
58.00a0 66.7072 45.3340 1699.7071 0.9993

10, 08840 45 .8546 15.22587  189.7128 9.9993
» Eracelnfo
traceinfo =

1.0000 8.9983 89991 0. B30t

Z.0080 g.9993 8.0902 b. 200t

3.0800 #.9903 B.9982 . 0001

4.000Q f8.929923 7.9992 g.8000

o.a9ee 9.99%3 9.9992 a.ogea

7.5, Appendix 5. m-Code for Ziegler-Nicholes PID

calculations
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Fig.7: Root locus plot of power system model [17]:

~1L121
G(s)=— p :
s +20.4635> +80.955" + 841.1665+1771.779

7.6. Appendix 6. m-Code for GA initializatien

sEnfduing vyaxl
danim(l 20.463 @0.95 841.16§ 1771.779)
numi=f-11,121 0j
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wIRItLalining £ha o
poyulacionire=30;
vapishisBounda={10 110;10 110;10 110} :

zvalfis PIB_phifun_TTAE Helron':

SChunn Lhiz Be felavasl Gljeon fwarsion

evalOpa=[]:

opoiona=[le=6 1];
mit.Pap-ini:inl.:::an{papuiuc.‘.onﬂlze,vursm:l.nﬁuund:,cvanN,:vaLOps,np::nn:},-

BB d At

evaiFH= 01D ohbgun 1T Hefeont:
evilopa=[}.

atartPap=inicPaps

apta~ile~é L Q}:

cerpFie sautenlarmn' ¢
cacrOsa=200;

prlectINe notmFeowds beas 2

=g lectOpsed,0B;

xQverflgn ariehovert s
rOvarOpawid;
maCFHor sl 2lionUnl SRatat Lt 2
wutOpa=[A 200 3];
Canatianorion

Engineering Research Journal, Minoufiya University, Vol. 32, No. 3, July 2009 267




A, M. ADUEE-E Lirrey,

ARG pr e e
-

7.7. Appendix 7. Algorithm of the different search
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7.8. Appendix 8. Brief Explanation of the

Important GA Processes

It is clear from Fig.4 that during GA some important
simulations should be executed. These can be
summarized as:

[1] Representation and Fitness:

The first step in creating a GA is to select a
solution representation and a fitness function. The
solution representation is, usually, a fixed-length
string of units (bits, real numbers, letters, etc.),
and this is still the standard representation until
now. Fach string must represent a possible
solution in some non-arbitrary way. The fitness
function is the essence of the problem: it provides
the means by which the quality of a solution may
be assessed, and the probability that a solution
will reproduce.. If we are using a GA to find the
tuned PID parameters, a solution which finds Ap,
Ki, and Kd within industrial limits ought to be
fitter than a solution which finds negative or 00
large PID parameters.
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[2] Generation of an initial population:

The initial population is typically generated at
random; such that each string represents 2
potential solution (often impossible solutions are
excluded). Alternativelye the population may be
seeded in areas where it is likely to find a
solution, potentially shortening the time required
to solve the problem

[3] Selection of solutions:

A fitness-based selection method is used to
choose those solutions which will produce the
next generation. The selection method is biased
sowards individuals of higher fitness, in order that
better genetic material can persist in the
population, and be improved upon through
reproduction. There is several different selection
schemes used in GAs. One common method,
fitness proportionate selection, sclects parents
with a probability which is directly proportional
to their fitness. This requires evaluating the
fitness of every solution in the population. A
second method which may require fewer fitness
evaluations is fournament selection. In this
method, solutions are randomly selected to
participate in a “sournament”; the solution with
the highest fitness is selected, and the process
repeats until enough parents are chosen. Most
selection methods are stochastic, and so may
allow a small number of Jess-fit solutions to
reproduce.

[4] Reproduction:

Reproduction, generally, consists of two parts,
crossover and mutation:

I Crossover:

Crossover is the basic method of recombining
genetic material from two parents. Crossover
commonly involves randomly selecting some
number of crossover points, and exchanging
those alleles which lie between the points. For
example: if the two parents below (binary
coded  population) — underge two-point
crossover at the positions indicated with » VY
they may produce either of the two “children”
shown in Fig.8:

Child 2: f

Fig.8: Crossover and Mutation processes over a
bit coded representation.
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I II Mutation:

Mutation is the disruption (interference) of
genetic  material  afler  crossover. By
introducing random variations into the child
population, we can ensure that the diversity of
the population remains large. Mutation
generally depends on a mutation rate, which is

the probability that any one allele will mutate
to a new value. A typical mutation on one
allele may invelve “flipping” one bit from 0 to
1 or visa versa in a birary string, or adding «
random value to an allele in a string of real
numbers.

Table 1 Controller parameters and Performance of GA search criteria compared to ZN

MSE ISE IAE ITAE ZN
r 107.8095 108.6495 68.8188 10.0086 101.4504
I 109.9956 109.8972 109.9992 50.3717 32,3090
D 84.9798 61.6678 109.9827 109.9676 79.6385
% Overshoat 4.4054 4.6504 31.0345 - 311237 4.6342
Tr(Rise tine) 0.3924 0.2226 0.5007 0.4385 0.1082
Ts(saitling time) 4.4087 4.2056 9.4305 4,6243 . 5.6504
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Fig. 9 GA tuned PID Controller (red) compared with Ziegler-Nichols designed PID controller (green-dashed}
using (i) MSE, (ii) ISE, (iii) JAE and (iv) ITAE as performance criterion.

Engineering Research Journal, Minoufiya University, Vol. 32, No. 3, July 2009

269



