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FPGA VERSUS ASIC IMPLEMENTATION OF
RADIX-8 SCALABLE MONTGOMERY MODUL AP
MULTIPLIER
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ABSTRACT

Traditional ASIC implementations have the well known draw-back of reduced flexibility compared to
software implementations. Since modern security profocols are increasingly defined to be algorithm
independent, a high degree of flexiblity with respect fo the cryptographic algoritbms is deslrable. A
promising solution which combines high flexibility with the speed and physical security of fraditional
hardware is the implementation of cryptographic algorithins on reconfigurable devices such as FPGA. In
this paper we compare — In ferms ol area and speed- FPGA implementation of radix-A scalable Montgomery
modular multiptier using retiming technique with ASIC implementation for different word sizes of
operands. The simulation data were generated using Menfor Graphies CAD tools.

KEYWORDS: Montgomery Muitiplication, Scalability, FPGA Implementation,
ASIC Implementation, Cryptography

1. INTRODUCTION _ applications, such as the decipherment operation of
the RSA algorithm[1], the Diffie-Hellman key

exchange algorithm{2], as well as some applications
currently under development, such as the Digital
Signature  Standard [3] and elliptic curve

Modular multiplication s a widely used
operation in cryptography. Several well know
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cryptography [4], all use modular multiplication and
modular exponentiation. The second operation is
often implemented by a series of multiplications and
additions [5,6,7,8].

Given the increasing demands on secure
communications, cryptographic algorithms will be
embedded in almost every application involving
exchange of information. Some of these
applications, such as smart cards [9] and hand-helds,
require hardware restricted in area and power
resources [10].

An efficient algorithm to implement modular
multiplication is the Montgomery Multiplication
algorithm ([11]. It has many advantages over
ordinary modular multiplication algorithms. The
main advantage is that the division step in taking the
modulus is replaced by shift operations which are
easy to implement in hardware [10].

An aspect of cryptographic applications is that
very large numbers are used. The precision varies
from 128 and 256 bits for elliptic curve
cryptography to 1024 and 2048 bits for applications
based on exponentiation [12]. Most of the hardware
designs for modular multiplication are fixed
precision solutions. That is, the operands can be
only of fixed bit-size. Designs that can take
operands with an arbitrary precision are researched
in the ASIC [13] and the FPGA [8] realms.

A scalable (variable-precision) Montgomery
multiplier design methodology was introduced in
[13] in order to obtain hardware implementations.
This design methodology allows to use a fixed-area
modular multiplication circuit for performing
multiplication of unlimited precision operands. The
design tradeoffs for best performance in a limited
chip area were also analyzed in [13]. Extension of

this design methodology to higher radices was
introduced in [14].
Traditional ASIC implementations, however,

have the well known draw-back of reduced
flexibility compared to software implementations.
Since modern security protocols are increasingly
defined to be algbrithm independent, a high degree
of flexibility with respect to the cryptographic
algorithms is desirable. A promising solution which
combines high flexibility with the speed and
physical security of traditional hardware is the
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implementation of cryptographic algorithms on
reconfigurable devices such as FPGA,

In this paper we compare — in terms of area and
speed - FPGA implementation of radix-8 scalable
Montgomery modular multiplier using re-timinig
technique [14] with ASIC implementation for
different word sizes of operands. The simulation
data were generated using Mentor Graphics CAD
tools.

This contribution is structured as follows. In
Section 2 we present the radix-8 Montgomery
Medular Multilpication algorithm (R8MM). Section
3 presents the overall organization of the modular
multiplier that implements the R8MM. Section 4
shows the simlation results, generated using Mentor
Graphics CAD tools. Section 5 concludes the work.

2. R8MM ALGORITHM

The notation used in the presented multiple-word
Radix-8 Montgomery Multiplication algorithm
(R8MM) is shown below (Fig.1).

Fig. 2 shows the R8MM algorithm, which is an
extension of the Multiple-Word High-Radix
(R2¥) Montgomery Multiplication algorithm
(MWR 2¥MM) presented and proved to be correct
in [14].

The Booth recoding [15] was applied to the
multiplier X. This recoding scheme translates
conventional radix-A digits in the set {0, 1,2, 3 | 4,
5, 6, 7} into the digit set {-4,-3,-2,-1,0,1,2, °. '}
. The recoded digit Z, is obtained from the radix-8

multiplier  digit X, =(x,,,,,%,,,,X,, as:
Z, =Recodingl(X ,x,, ) =—4x,,, +
2%, +x,, +x

141 3y T

where j"—*O,l,Z,....,lrnN—g,_—l-.l, N is the multiplier

precision.

In order to make the three least-significant bits of
the partial product S all zeros, a multiple of the
modulus M, namely gM, M, is added to the partial
product. This step is required to make sure that there
are no significant bits lost in the right shift operation
performed in step 10. To compute the digit gM, we

need to examine the bits from 5 to 3 of the partial
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product S generated in step 5 of the R8MM bit-vectors,2 * Yand | * Yor 4 * Vand -1 * [

algorithm . in this case. Summing/subtracting the two bit-
vectors to obtain the bit-vector for 3} will be an

* X — Multiplier , Y- Multiplicand , overkill for the computational speed. A Dbetter
M— Modulus, S - Partial product approach is to use two bit-vectors for ((Z,*1N7.

*N - operands precision

S logic applies for g ,.
* X, - asingle radix-8 digit of X at position Ae-OgiCappLeEIetey

s . ) Step
*qM , - quotient digit that determines a 1. §=0
multiple of the modulus M to be %, =0
added to the partial product S Z. =7l +Z2 = Booth(x, )
* w - number of bits in a word of either ¥, M ’ ! ’ o o .
or S: qMo :=(Zlo*Y1.u+Zzu*Yz..o!*
Vi
* o= \V-w-\- number of words in either Y, (8-M. ymad$
w FOR ;=0 TO N-1 STEP3
MorS; Z,,=21,,+22, =Booih(x,,,; ,,,)

* NS - number of stages;
*C,, C, - carry bits; .
*(Y("I),,,_,Y(”,Y{o]) 2 opera.nd Y (C“S(o)) = S(o) +q]M}, *M‘"’ +q2M}, *M(Ol
represented as multiple words; &
* S, - bits k-1to0of the i word of S. qIM =qlM , +q2M =
Ioh 14 3

S® (8- M ymod8
7. FORi=1TOe-1
8:  (C,,8")=C,+8V +Z1,*Y" +Z2 »Y?
o
(C,,8")=C, +8V +qIM * M +

2
L5
4 (C,,S®)=8D+Z1, +Y +22 +7?
5

Fig.1. Notation

It is shown in [10] that gM ,, as computed in step
6, satisfies the relation gM ,*M==§ (mod8),

which can be rewritten as: o
S0 +qM,* M, ; =0(mod8) and represents the fact q2M , * M
that the last 3 bits of § are zeros before the right 10: S = (810,87,

shift is done in step 10. END FOR;

The first difficulty in this design comes from the Iy €.=C orC,
fact that Z and gM can have values that are not 12: 8 := signext(C, 5",

powers of 2. As an example, the bit-vector 2} can END FOR;
be produced from Y by left-shifting ¥ by one bit. | Final result representation
However, the bit-vector 3 is produced by adding ¥
and 2Y . The latter case requires huge amount of
time compared to simple bit-shifting. Fig.2. Multiple-word RMM algorithm.

For Z the difficult values are 3 and -3 and for gM
the difficult values are 3, 5 and 7. One way of
implementing the coefficients is to split Z and giM Some possible combinations for these
into at least two values each. For example,
implementing Z=3,0r 3 * ¥, can be done as (2 * )
N+ (1 *Vor@* ¥y—(1 * Y) without actually represented as Z1, and Z2, and gM, 1s
performing the addition or subtraction but using two  represented as 1M, and g2M, .

coefficients are shown in Table 1 whereZ, is
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Table 1
POSSIBLE COMBINATIONS FOR Z , AND gM,

Z, | 21,22, | qM, | qIM, | q2M,
-4 [ 4 0 0 0 0
3] 4 1 1 1 0
2] 4 2 2 0 2
2] 2 0 3 -1 4
-1 | -1 0 3 1 2
0 0 0 4 0 4
1 |0 1 5 1 4

2 0 2 6 2 4
2 | 4 2 7 -1 8
3| -1 4
4 0 4

3. OVERALL ORGANIZATION

The architecture of the modular multiplier that
implements the R8MM consists of 3 main blocks;
Datapath (or Kernel), 10 & Memory, and the
Control block. The computation shown in the
R8MM algorithm takes place in the kernei[10].

The kernel is organized as a pipeline of
Processing Elements (PE) [10], separated by
registers. Each PE implements one iteration of the
REMM algorithm (steps 3 to 12).

3.1 Radix-8 Processing Element

The radix-8 PE is organized as shown in Fig. 3.
The main functional blocks in the PE are: booth
recoding, multiple generation (Mult Gen), multi-
precision Carry-save adders (MPCSA4), gM, table,

and registers (shaded boxes). The PE operates on w-
bit words and for this reason the Mult Gen and
. MPCSA modules are capable of storing and
transferring carry bits from one word to the next.
Shifting and word alignment is done by proper
combination of signals and registers at the output of
the last MPCSA. The design uses a retiming
technique explained in [14]). More details about
these modules and their operation can be found in
[10].
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Fig. 3. PE Organization

The Processing Element (PE) is divided in two
sections. The first section (before the register)
computes only the three least-significant (LS) bits of
each word of § +Z1,Y+Z2,Y . One can observe

that gM, depends on three LS bits of the data
coming from the preceding PE in the pipeline: (S}»)
and Y?, and the recoded digit Z, . The word size

for S needs to be at least 6 bits in order to have the
three LS bits of S generated as early as possible for
the next PE.

A stage consists of a PE and a register. At each
clock cycle, one word of ¥ , M, SS, and SC is
applied as inputs to a stage. The multiplier digits X,

are transferred to PEs at specific times. The newly
computed words of SS and SC, together with words
of ¥ and M, are propagated by each stage to the next
stage. This way, small PEs work concurrently to
perform several iterations of the R8MM algorithm.

4. SIMULATION RESULTS

The simulation data were generated using Mentor
Graphics CAD tools. The radix-8 design presented
in this paper was described in VHDL and simulated
in ModelSim for functional correctness. A
simulation results of this algorithm are shown in
Fig.4 for the input operands X =A=3, Y =8=4
andM =5, which results in SS=result=2,
SC=carry=1 (for N=8, NS =3, w=4). Note
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that, these input operands and result are in
Montgomery domain.
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4.1 ASIC Implementation

Radix-8 design was synthesized using Leonarde
synthesis tool for AMI0S- slow (0.5 wm CMOS
technology with hierarchy preserved) provided in
the ASIC Design Kit (ADK) from the same
company. It has to be noted that the ADK has been
developed for educational purposes. however, it
provides a consistent environment for comparison
between the designs, and a reasonable
approximation of the system performance.

4.1.1 Area Estimation for Radix-8 Kernel

The area of the kernel depends on the two design
parameters: number of stages in the pipeline {¥S),
and the word size (w) of the operands (¥, M) and
the result (S). the total area of the kernel is given by
[10]:

Aker nel, =§2*NS*w+269*NS—9.42*w—-35.5 (1)
Table 2 is constructed using Eq. 1. The area
estimates are given in terms of 2-input NOR gate.
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4.1.2 Time Estimation for Radix-8 Kemel

The total computational time for the kemnel is a
product of the number of clock cycles it takes and
the clock period. Table 3 shows the critical path
delay - measured in ns - as a function of the number
of stages in the pipeline (VS), as well as the word
size (w) of the operands. As can be seen from the
Table, the critical path delay in some cases remains
constant even if the number of stages is increased.
This attributed to using carry-save logic.

A word of ¥, M, and § propagates through the
pipeline for (2* NS +1) clock cycles. The speed of
scanning the bits of X for radix-8 is three bits per
stage. Based on these observations, Eq. 2 represents
the total number of clock cycles needed for R§MM
[10].

N N B .

N ]-([i].;]}.pZaNS \ ;f,f'l’ﬁ—l)z’NS
3+ NS w w

The total computational time is obtained by
multiplying Tclks by the corresponding critical path
defay (clock period) shown in Table 3, which was
obtained from synthesis tools.

Telks =

Table 2
AREA IN NUMBER OF NOR GATES FOR RADIX-§
KERNEL (ASIC)
NS Word Size (w)
8 16 32 64 128

L 894 1630 3102 6046 11934
2 1899 3371 6315 12203 23979
3 2904 s112 9528 18360 36024
4 3909 6853 124F 24517 48069
5 4914 8594 15954 30674 §0114
? 6924 12076 12380 42988 84204
8 7929 13817 25593 49145 96249
9 3934 15558 28806 553 108294
12 11949 20781 WS 1IN
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13| 12954 22522 41658 79930 4.2.1 Area Results
13 14964 26004 . The area in FPGA is given in terms of
16 15969 27745 51207 98401 Configurable Logic Blocks (CLBs). Each CLB
approximately has 172 2-input NOR gate. Table 4
20 19989 34709 64149 shows the area — in number of 2-input NOR gates -
% | 019 45155 — as a function of the number of stages in the pipeline
(NS), as well as the word size (w) of the operands.
4. 2.2 Time Results
L i Table 5 shows the critical path del d
CRITICAL PATH DELLAY FOR RADIX-8 KERNEL , 1@ole 5 shows the critical path delay (measure
in ns) as a function of the number of stages in the
(ASIC) i ;
pipeline (NS), as well as the word size (w) of the
operands. As can be seen from the Table, the critical
® Word Size () path delay in some cases remains constant even if
the number of stages is increased. This attributed to
8 16 .z e el using carry-save logic.
i 10.7 103 13.1 189 202
2 10.8 12,1 144 20.5 30.4 Table 4
3 109 125 15.9 10 AREA IN NUMBER OF NOR GATES FOR RADIX-8
KERNEL (FPGA)
a 1.0 129 170 254
NS Word Size (w)
5 1l 127 176
8 16 2 64 128
f i 135 182
7 12 143 (87 1 1204 2236 3440 7396 11980
8 12 149 19.2 2 2064 3612 24 14620 24908
9 112 15.1 3 2924 5332 10664 20812 37324
1 15.2 15.2 4 3512 7196 13588 26144 53320
" 112 153 s 4“n 8944 17028 32164
12 12 154 7 6192 12212 2390 45752
13 13 15.4 8 6708 13588 25628 51428
14 13 154 9 7740 15308 20068 55556
15 1.3 155 12 8944 18920 35260
20 1.4 13 9632 20468 38700
26 130 15 11696 25284 48676
16 10320 27004 52460
20 11180 33540
4.2 FPGA IMPLEMENTATION 6 | ss aores

Radix-8 design was synthesized using Leonarde
synthesis tool for Xilinx Virtex —II technology.
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Table 5
CRITICAL PATH DELAY FOR RADIX-8 KERNEL
(FPGA)
NS Word Size {w)
8 16 2 64 128

i 10.42 10.61 1E.35 12.35 11.75
2 10.52 10,62 11.38 12.36 11.80
1 10.62 11.53 t1.38 12.36 11.80
4 10.65 1113 i1.48 12.36 11.8
5 10.62 1614 11.48 12.38 11.83
] 10.63 1834 1148 1238 I11.84
1 10.63 1135 11.49 1238 11.85
8 10.64 11.35 11.49 £239 11.85
9 10.64 15.36 11.51 [2.39 11.87
10 10.10 11.44 11.52 12.39 11.87
1l 10.20 1t.44 10.52

12 1021 11.54 11.53

13 11.20 11.54 iL.53

14 122 11.56 11.55

15 .22 1156 11.55

20 1132 f16l L1.56

26 1132 11.61 11.56

5. CONCLUSION

R8MM was implemented on ASIC technology
(AMIOS - slow ) as well as FPGA (Xilinx Virtex —
II) technology. The Montgomery multiplier
implemented is a variable-precision solution. FPGA
is selected since it can be easily reconfigured for
different word size. Thus, their design area increases
correspondingly with the word size used. As can be
seen from Tables 2, and 4, there is a significant
increase in chip area of ASIC when w is less than
16 bit and NS greater than 2, and there is a
significant increase in chip area of FPGA when w is
greater than 16 bit for all NS . the timing results
suggest that the proposed ASIC implementation can
perform as well as the FPGA implementation.

E. 7

Whereas the ASIC implementation cannot be
reconfigured, this proposed word size solution
design allows the system to work on any precision
so long as the precision does not exceed certain
limit.
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Abstract: The modeling of lvads has a significant effect on the accuracy of dynamic voltage stability analysis
of HVYDC system. This paper investigates the dynantic nature of voltage instability considering static and
dynamic load models. The load effect at different conirol modes of HVDC system is considered for different
configuraiions of single infeed HVDC systems at different effective short circnit ratios. The resulls are

validated nsing nonlinear similations.

Keywords: Load Characterisiics, HVDC, SIF, SIFAC, Bifircations.

I. INTRODUCTION

SYMBOLS:

The concept of voltage instability have been CLESCR4w.  Crilical cﬂ'c-.::livc short circuil ratio Tor bath
observed in AC systems when operating close to its CESCRg.,  rectifier and inverter, respectively.
steady state stability limit, also the voltage stability is CC.CP, CD  Constant current, conslant beta, constant
related to special load locations. Converter terminals A, CP, delay angle, constant power and constant DC
used for HVDC system can be seen as a special load chv voltage controllers, respectivety.
which may cause voltage instability [1]. Ax, and Output of integral branch of Pt Controller for
Different configurations of HVDC systems are AX,; both rectifier and inverter, respectively
used today at different places around the world [2]. The aand B Rectifier firing and inverer advance angles,
main configurations of HVDC systems are single- respectively
infeed (SIF) [3,5.6], single-infeed with a parallel AC 5,8, Rectifier and inverter bus phase anglcs.
line (S1FAC) [3,7] and multi-infeed systems [7.9]. , . . .
Several researchers tackled the voliage instability Par, Paz DC line active power lrar!sfcrs and reactive
Qa. Qg power consumed at rectifier and inverier

problem for SIF {3-6], other researches developed these
techniques to be suitable for SIFAC [ 3,7} A siatic
analysis of SIF considering static load effect was given
in [3,4]. In the dynamic analysis given in [6} a simple

P Srs PS " OSn
QSn

side, respectively.
Aclive and reactive static load power at
cecliler and inverter, respectlively.

representation of DC line and a simple RL circuit were Mo Mo gr(ét;:cfreaclwe voliage - dependent - poer
considered for only two control modes. In [5] a nodel Kpe: Kee The active and reactive power ioad constants.
suitable for SIF systems sensitivity analysis was given, K. Kov Voltage dependent active and reactive load
nevertheless, power ftow effect and load power at constants.
converter bus were not considered through stabitity Koo ke The current aclive and reaclive load
study. conslants,

In this paper, a detailed model of SIF and SIFAC Koe Koz Impedance aclive and reaclive load constants.
systems incorporaling static and dynamic load models P.. P, Active and reactive dynamic load power at
is introduced. Nonlinear simulation is used to validate Qs Qu both rectifier and inverier, respectively.
model results. FL, CL, Fixed, constant current, impedance, and

ZL, VL voltage dependent loads, respectively.

Accepted September 11, 2007
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1 1 | T 1232 1
B¢| l Bcz Pu
- Fig. | HVDC Transmission Parallel with AC transmission, SIFAC =
1. SYSTEM MODEL Ot +0uy =0
The HVDC system for both SIF and SIFAC (3)

consists of the following parts:
1. DC System Model

The DC network includes converters (rectifier
and inverter), smoothing reactors and DC
transmission line. The DC transmission line is
represented by its n—equivalent. The DC network
is shown in the middle of Fig. 1. The DC system
and DC controller differential equations are
similar to that presented in [4, 8].

2. AC System Model

The active and reactive power flow through
AC lines in both rectifier and inverter for SIF can

be written as follows:
2

&Cj.—_—]f} ]:FCOSGJ'PI"} E} }:;CCOS(QJE-_J_}') (l)

AT o |

erj =vVJ- }’jsmﬂr,- —l’} EJ- }}Esm(t?jg—éj)

Where; ¥; =1/Z; + jB; ; =¥, 26, and
j.E:l/Zj: Yj.EéejE’

j =1 for rectifier and 2 for inverter.

~

3. AC-DC Power Flow equations
a) No load at converter buses

The system algebraic equations for SIF can be
written as follows:

Poct + P4y =0 @)
Pz =Fuz =0

Quer +Quy =0

Equations (2) and (3) can be replaced by equations
(4) and (5) to be suitable for SIFAC;

Pae1 +Pgy + P12 =0
Pacz = Fy2 + Py =0 )

ac

Pac3 + Pg2 =0

Quct Oy +Q; =0

5
Qucz +Qu2 + 0y =0 ®

where;

Py =VVaY cos(6y3 +8, -6 ) =-Py

Par} = E%Y} (?0893 +E2V2Y2E COS(QZE +52 -'(53)
Qi =-NV3Y,3 5in(6)5 + 55 -6 )= -0

1
Np=-=—=N240 = V7140

b) Static Load at Converter Buses

In this work the general static load model
presented in [3] was used to modify the stability
analysis model presented in [8]. The active and
reactive static load at converter bus can be taken as
follows:

2 2 A v

Py, =kt W, +k, Vi +k,V, e

i 2 Py
Os,, = ke thV, +k VE+ kY,

where j = | for rectifier and 2 for inverter:
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The active and reactive state Towd pawer o
recaficr and  mvener are 1o b added 1o
Equations (2wt {3) for SH o to Fguations (4)
and (5Y for SIFAC

¢} Dyvnamic Load
reactive  lomds

The dynanue  active  and

P,-'I' ‘Q-'. ure given by [6]

1 } s
P, = 7 by, +5k.57]

[ I *1
QL ok 1

21.ft

"

The awetne and veactive domd tanoions e
respectively given by:
X, =P =P

'\f‘.l f‘q".l

Fr:

":-q!'.: = Q'\.F " - Q'r".\" R

&)

The aceve and reacnve static and dynaniice Toead
at rechifier and verier e o be added 1o
Lyuations (2} and {3) for S1F or 1o Lguations (4)
and (5) for SIFAC

4. Smald Signal Stability Model

The system  differemtial cquations can b
lincarized 1o ablain the state spuce maodel as.

e = A N + By, (10

where:
Vi = [‘hr| 4,:'4\'I.2.4 l."” .. ”..\'2 "'”I..H .- ”,.1“: LWy ,
[[ad A5 ar Al for St7

Hpye =

By linearizing equations ¢2) and (3) for SIF or
(A and (5 for SIFAC. the state space Tonn of
aleebric cquations 1s oblnned as.

= Cx e + Dty (i

Where. "7 and “D™ aee the Jacobian submariees.
Assunmig that D oreocuus wonsimgubin along
SYSIEM Ryevtorios us 1he sysiem parameters v,
then equations {10} and {111 are reduced 10 {3,3).

| [80,.080,.808,.a1 A1) for SIEAC

tpe 2 (2]

Where A'= 4 -807°C.

LEguanon (12} represents the smuall signal
stabilily model of DAE suilable for SIF and
SIFAC svstem, Vollage stability analysis is carried
aut by computing Eigenvalues of the sysiem stale
s AL

Mast af 1he vollage instability problems are
relatcd 1o bifurcanon.  “lhese  bifurcutions
charucierized by changes of Eigemvilues of the
sysiem cquilibria as certain paramelers change in
tic system. The main types ol bifurcation are
saddle node bilwrcation (SNY which occurs when
otie Higenvalae become zero and Jobf bifurcation
(O which occurs when o par ol comples
IFigenvilnes cross the smagmary ovis [3-4, 11-13)
The sttt of coltge wmstabihity s greater af ihe
AC hus cannected 1o the vonverter operated o low
short circuil rano,

L. CASESTUDY

The data of the VDO system used o mnplemenl
the proposed technique is given in Table |.

Table 1 AC and DO systems data (p.u.)

AC system Data {p.u))

T

I'\‘;'(;‘ LR 5 Ry X B
L] s | ans | 00052 | 0+ 02857 | 04

2 1.1 115 0.0052 | 0+ 3333 1.6
L:_;L” = 9.2 +30 6 puL v = e =000 ]
2C Line Daa (p.u)

I3 L, T, C: |

oudde2 T a000823 n.ouu;ﬂ 0.000272 J

Fhe TIVDC system strength can be meisured
by the system effective short gircoit raun which is
woparaneier used 1o study systeny stabhity [0

-

g /
ESCR, = — -8, (13)
ZI
CASE (3) Static Load

The static load data at rectilier and mverer
are llustrated 1 Table 2.

Table 2 Static toad data in pou,

[ ke [ K ke 1 Ky

[Toi [0z [ oz | o 1.5
! Lq\' * kqi kjf_ K‘J\ ILIL
0.1 0.0l 001 | 00 .5

E. [l



E 12

Fig. 2 allustrates the p-v nose cuive due o
chunge of aclive load power at mvater bus of
SIE. The AC line voltage at both rectificy and
inverter decrease with an incrcase of stiic achive

load power up te a maximum power of 2,522
pa .

=

d—‘ 1 V1 rrpre= »--ul-.-,-u,u
N.OB _,..,...._..__._“ j
::. ’ whant N

; 04 e J

0.2k

—_—h o b3

Psi, p.u.

Fig. 2 The p-v nese curve al rectifier and
naverter due to clmage Sl actoe o pesea

at imvener (S1F adopting CC/CR)

Fig. 3 tllustrates the p-v nose cunve duc 1o
change of active load power at rectifier bus ol
SIFAC. The AC line voltage at both rectifier and
inverter decrease with an increase of static active
load power up 10 a4 maximum power ol 1.031 po..

Fig. 3 The p-v nose curve at rectitier and
verter due to change of acoive load power
al reclifier (SIFAC adopting CDA/CC).

Figs, 4 and 5 illustrate the 'y against V, and
I'4y against 1y, curves at rectifier side for differcut
ypes of static  active and  reactive  loads
fespectively.  The masimum value of DC powel
iransfer varies according to the applied static load
types. The maximum DC  power (nmsfer
different static loads is shown in Tables 3 and 4
for SIF and SIFAC. respectively.
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Pgi,pu

o 12 T T
1, p.u.
Pig 9 The Py-V, and Py-ly curves atl
soctehier af shelferent types ol sfabe achve
foad power (SITF adopting CRA/CCL

o
103 104 105 106 107 108 109 11 1N
Pdi, p.u.
14 a
:: cv
-~ »
s 105 FL, ¢
i \!
1.1 12 13 i§ 15 {5
I, p.u.

Fig. 5 The Pg-V, and Py-ly curves at
rectifier at different types of slalic active
load power (SIFAC adopting CDA/CC).

Table 3 Maximum DC Power Transfer for SIF

Max. Pd| at——'

Load Max. Py, at |
Static Reaclive l
;
}
1

Type Static Active

Power Loads Power Loads

FL. BT o | 1035 |
cL | 123 [ 1056 |
ZL 1.129 1.073 i
VL 1.126 1.065
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Table 4 Maximum DC Pewer Trnslee for SIFAC

Load Max. Py, at tMax. Py, at
Type Static Active Static Reuctive
Power Loads Power Loads
FL 1,160 1.088 1
CcL 1.164 1102 ;
ZL 1.168 1114
VL 1.166 1.108

Fig. 6 tlustrates the belosvin of AT hine
vollage ot vectificr bus  versus the vollage
dependent active and reactive loud cocflicients,
Jilferent AC line volluge dependent power orders,
respectively. The system sirength increuses with
ncieasing of voltage order, which inust be greater

“than | [1D} o,

1
o 09
< 08
07 0/0.8 1) ¢, 23
0 05 g pu. ! 15

Fig. (6} AC line vouage versus the voliage
dependent loud coelficients for differont
power orders.

Reaching a critical effective short cireuit ratio
may be due to Saddle node (SN) or Hopl (11P)
bifurcations, or power MNow failure (PF) (o case off
toad at rectifier bus, the power order coefhcient ol
voltage dependent portion of stalic load positively
affects the stability at this bus due to 1he associated
reduction of Uns load pertion. As shown w Fiyg 2,
the effect of n,, change is relwively inore
nouceable compared with that ol ng. due te she
direct bearing of the reactive power on stabihiy

1 68 [
1.56
164
182 g
N
158

1.56 nev

154

1 1.5 Py 2.5 3 A5
fp.u)

Fig. 7 CESCRpgq versus hy, and n,,, for
COAICC contral mode (K., K,,)=0.1)

Fig. 8 illustrates the effect of increasing k..
Yo, Kpio Kgu Kpew Kyeo Ko and kg on CESCRy. I
illusirates that the CESCRy,. wncreases with an
increase  in either of the load constanis.
Nevertheless, tie increase of ky and ko yielded
the most significant bearing on system instability.

] 0.05 0.4 Q.15 02 025
[{=NTR]

Fig. 8 CESCRgeq against kyey. ket Kpus kgu.
k]\xh quh kpv? and kqvl for CDA!CC

Fig. 9 shows the expecled deterioration of
stability at the inverter bus due to its reaclive
loaclings. A similar loading ol the rectificr bus
positively affects the inverter's bus stability <ue to
the reduction of d¢ power transferred and ihe
associated reduction of reactive power needed for
the  commutation process. The DC  line's
performance is thus reduced on behalf of stability,

0 .02 .04 o008 0 o8 o1 o1z
1pui

rlg o CESCRIM vCrsus kqtl.z . kqll..“.a k.‘n_‘_h
and k., 2 for CC/CR control mode Load at
Rectifier and Inverter bus. respectively.
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Fig, 10 corresponds (o an SIF stable .« e w0
SCRyen vl 2.7776. The systom adopts L. 00
coutrol inode with an increase of G.01 poo o tive
current order al the imverter's CC controlles. e
recsifier current usciflates around o stable node.
The responses of AC line ~oltages a1 beth sectilier
i mverter puses cause ihe shown subsegquent
chnges in static active andd seactive foad powe

77, LI SO

u02 904 006 008 07 w2 044 ‘10 O'u

WDI_ T

T 04 ¥ |

002 004 006 208 03 '512 014 016 013
F —

L : dﬂhh——————j

0— s

002 004 006 008 0 042 014 016 018

016 —
= Py [
UL,
012 &
002 004 006 008 01 017 0.14 016 018
Time, sec

Fig (10} Tunc response ol sysicm
variables due 0.0l increase in invaiter
eurrent order  (SIF adopting COV/CC
conirol al LSCRy,. 2.7770).

+Fig. (11) corresponds to an unsiable SIF
configuration. The system adopts CC/C[} control
mode at SCRy,, of 1.66091 (11P). Fig. 11.a shows
the time response of AC linc voliages, rectilier
firing angle and static load powers ut inveiter bus.
The variables arc found to oscillate around an
unstable node, which is evident from the phase
plime of AC and DC line voltages ugaiust DC line
current at inverter bus as shown in Fig. 11.L.
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VIBW2 pu.

o 02 t:
5 .m.-; WWW mnww}pﬁ
LT T e
RS TaTA *'“www‘. vaVW’mw t
@ Ub\ ] BRE] Veh
Time bt
PG TR TEN sl
;
.o i
" i !
» :]B}
o7
[
.
2 os
¥ L
¥ 102 104 1.06 1.08 i1
142, p.u.

Fig 11 b Phasc plane of Vs, [y and Vs 1y:

Fig li Time responses and phase planes
due 1o 0.05 increase m rectifier current
order (SII adopting CC/C) at ESCR,. of
1.66091)

To  compare  between  the  slabiluy
porformunces of SIF and SIFAC uuder lowd
conditions, the responses ol the later arc studied at
LESCRy,. value below that rendered the SIF
configuration unstable. Fig 12 shows the phase
planc of AC and DC line voltages against DC line
curtent al inverter bus for an SIFAC configuration
at ESCR,,, of 1.6609 which illustrates that ihe
variables oscillate around a stable node. The
system remained stable due to the active and
reactive power transfer capability from rectifier
bus 1o inverter bus through the parallel AC line,
which raises the voltage at the inverter bus.
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0995 1 1.005 101 1015 102
dl, p.u.

1.005 101 1045 102
162, P -

Fig. 12 Phase planes of Vo, 1z and Vi, Ly
due to 0.05 increasc in rectifier current
order (SIFAC adopting CC/CH at ESCR,,,.
of 1.6609)

The different wvalues of critical ESCR at
different control modes for both SIF and SIFAC
are presented in Table 5.

Table 5§ CESCR with Static Load at rectifier or

inverter bus, -
C:;::(;—:IT—_—W [ SIFAC
CDA/CC 1.89516 (SN) 1.8799 (SN) W
| CCICB 1.66091 (HP) 1.3081 (PF)
| COV/CC | 2.6544 (PF) 1.3314 (PF)
| CP/iCP 1.7693 (HP) 1.2512 (SN)
| CDV/CP 2.8248 (PF) 2.2717(PF)

CASE (b) Dynamic and Static Load

The dynamic active and reactive load and the
static load are applied at the converter bus. The
load data is shown in Table 6.

Table 6 Dynamic & Static load data in p.u.
e % 9

kE L k 1, ll‘l

0.05 2 0.01 0.04
F_E‘: Ny k L Tq

0.05 2 Q.01 0.04

Fig. 13 comesponds 1o an unstable case with
SIF configuration at SCRp., of 1.06954 (Hopf
bifurcation). The system adopts CP/CB control
mode. Fig. |3.a shows the time responses of DC
line current at both rectifier and inverter sides due
to a change of power order by 0.001 p.u which
oscillate around an unstable node, [t shows the

E. I5

time response of AC line voltage at inverter bus, It
shows also the time response of active and reactive
dynamic and static load power. The active and
reactive dynamic foad power is largely affected by
systern change rather than that of static load. Fig.
13.b shows the, phase plane of AC and DC line
voltages against’ DC line current at inverter bus
which illustrates that they oscillate around an
unslable node point.

_1.245 Id2
S 124 ,
af235 N
-— 1.23
1225 i

0.02 004 006 008 0!

012 0.14

002 004 008 008 01 012 014

002, 004 005 008 0.1 012 014
Time, sec

Fig 13.a Time responses due to rectifier

power order increase of 0.001 (SIF adopts

CP/CQ at ESCRy, 1.06954)

e _—
4 078
i —
i 075
074
073
1272 t226 123 1205 V24 17244 1 9n
Id2, p.u,
LY
i 08
d
¥ os
0,

122 1225 123 12356 124 1245 125
2. p.u.

Flg. 13.b phase plane of de, Id2 and Vz, 'dg
due to rectifier power order increase of
0.00! (SIF adopts CP/CR at ESCR,,,
1.06954)

Fig. 14 corresponds to a stable case with SIFAC
configurations at SCRge, of 1.7032. The system
adopts CP/CH control mode. It shows the time
responses due to a larger change of power order of
0.05 p.u.

The system variables oscitlate around a stable
node in spite of the {arger perturbation due to the
compensating effect of the AC line,
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Fig 14 system variables’ response due to
increase of rectifier power order by 0.05
(SIFAC adopts CP/CP , ESCRy,, = 1.7032)

The system's critical ESCR values at different
control mode of SIF and SIFAC with dynamic and
static load are presented in Table 7.

Table 7 CESCR with Static and Dynamic Loads

Control SIF SIFAC
Mode
CDA/CC 18336 (SN) | 1.9955 (PF)
CCICPp I.S085 (1IP) | 1.4421 ([IP1SN)
CDV/CC | 2.5351 (PF) 77391 (PF) |
CP/CP 1.06954 (HP) 1.3194 (SN)
CDV/CP 2.2199 (PF) 2.8936 (PF)

1V, CONCLUSION

The effect of different types of static and
dynamic Joads at both rectifier and inverter
terminals on the stability of the system were
presented. The analysis has been carried out for
different HVDC system configurations and the
maximum DC power transfer at different loading
conditions have been assessed. The results verified
the expected negative bearing of reactive loading
at inverter on stability as well as the positive effect
of the AC line in SIFAC configuration.
Furthermore, the analysis revealed certain
operating conditions where system’s stability was
seemingly enhanced at the cost of de-rated
system's performance; as the case of rectifier side
loading. Further work is recommended to propose
indices that adequately consider HVDC System's
stability and performance as well.
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